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Pipes failure rates 

Moosa Kalanaki1, Jaber Soltani2*, Sajjad Tavassoli3 
 

Abstract—In this paper, by Particle Swarm Optimization algorithm (PSO) and Support Vector Regression (SVR) a hybrid model is 
proposed to predict pipe failure rates dataset. In this model, SVR used for simulation of the pipe failure rates and by PSO algorithms tries 
to find the best SVR related parameters. So, it can find the most appropriate relations of pipe failure rates and take necessary actions for 
decision-making that leads to resolve problems due to it. The results of this research indicate that the hybrid model is able to extract the 
optimal and effective parameters on the pipes failure rate among the factors affecting failure rates. 

  

——————————      —————————— 

1 INTRODUCTION                                                                     
ne of the main objectives of efficient management and 
optimal operation of urban water distribution network 
is to present a model for predicting breakages of urban 

water distribution networks.  
In most cases, accidents and pipe failures occur as a result 

of several factors some of which being measurable such as age, 
length, diameter, depth and pressure of the pipes [8]. Hence, 
to achieve better results we need a comprehensive model to 
consider all these factors. Many studies have been done in this 
field with many types of methods more than two decades 
some of them are based on classical methods and others base 
on intelligent methods including ANN, ANFIS, fuzzy logic, 
and SVM in related field.  

    SVM techniques used non-linear regression for environ-
mental data and proposed a multi-objective strategy, MO-
SVM, for automatic design of the support vector machines 
based on a genetic algorithm. MO-SVM showed more accurate 
in prediction performance of the groundwater levels than the 
single SVM [2]. 

    In another study comparing among NLR, ANN and AN-
FIS methods had been done. The results of the comparison 
between ANN and ANFIS showed that ANN model is more 
sensitive to pressure, diameter and age than ANFIS; So, ANN 
was more reliable [8]. 

A probabilistic measure of the failure rate was defined and 
formulated for cases where the pipe lifetimes follow parametric 
models. The resulting theoretical failure rates were time-
invariant and the parametric models would be useful only if the 
failure rates of water distribution pipes were stationary random 
processes [1].  

 
 

A combined model (ANN -GA) presented to determine the 
effective parameters of pipe failure rates in water distribution 
system. In other words, ANN model was developed in order 
to relate parameters of breakage with pipe failure rates [7]. 

 
    In this paper, effective parameters to predict pipes failure 

rate of water distribution networks are taken into SVR-PSO 
model then compared with own kernels, an analysis and com-
parison of various types of kernel is performed. This research 
is aimed at optimizing parameters related to SVR and select-
ing the optimal SVR-PSO parameters to better pipes failure 
rate prediction.  

 

2 METHODOLOGIES  
2.1 Support Vector Regression 
Support vector machine regression (SVR) is a method to esti-
mate the mapping function from Input space to the feature 
space based on the training dataset [12]. In the SVR model, the 
purpose is to estimate w and b parameters to get the best re-
sults. In SVR, differences between actual data sets and pre-
dicted results is displayed by ε. Slack variables are ( ) consid-
ered to allow some errors that occurred by noise or other fac-
tors. If we do not use slack variables, some errors may occur, 
and then the algorithm cannot be estimated. Margin is defined 
as" 𝑚𝑎𝑟𝑔𝑖𝑛 = 1 /‖𝑤 ‖" . Then, to maximize the margin, through 
minimizing ‖w‖2, the margin becomes maximized. These op-
erations give in (1) and (2) and these are the basis for SVR [10]. 

 
Minimize: 1

2
�|w|�2 + C∑ ξi

n
i=1                                                                 (1) 

 

subject to: yi(wTxi+b)≥1-ξi , ξi≥0                                                (2) 

 

xi is the input space and yi is the feature space. w is the 
weight vector and b is the bias, which will be computed by 
SVR in the training process. C is a parameter that determines 
the trade-off between the margin size and the amount of error 
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in training data. 
A kernel function is a linear separator based on inner vector 

products and is defined as follows: 
 

k�xi,xj�=xi
Txj                                                                                     (3) 

 If data points are moved using  φ: x → φ(x) to the feature 
space (higher dimensional space), their inner products turn 
into (4) [5]. 

 
k�xi,xj�=φ(xi)T.φ(xj)                                                                       (4) 

 
xRi Ris the support vectors and xRjR is the training data. 
Accordingly, with using kernel functions and determining 

derivatives of w and b, also using Lagrange multiplier the SVR 
function F(x) becomes the following function. 

 
F(x)=∑ �αι� -αi�K(xi,x)+b   i=1                                                  (5) 
αi is the vector of Lagrange multipliers and represent sup-

port vectors. If these multipliers are not equal to zero, they are 
multipliers; otherwise, they represent support vectors [11].  

    Loss function determines how to penalize the data while 
estimating. A Loss function implies to ignore errors associated 
with points falling within a certain distance. If ε-insensitive 
loss function is used, errors between -𝜀 and +𝜀 are ignored. If 
C=Inf is set, regression curve will follow the training data in-
side the margin determined by  𝜀 [6]. The related equation is 
shown in (6). 

 

|ξ|ε=�
0                 if  |ξ|≤ε 
|ξ|- ε     otherwise.

                                                     (6) 

 

2.2 Particle Swarm Optimization algorithm 
The particle swarm optimization (PSO) was designed by [4]. 
This algorithm simulates the moving of social behaviour 
among individuals (particles) through a multi-dimensional 
search space, each particle represents a potential solution and 
has a position represented by a position vector [4].  
    A swarm of particles moves through the problem space, 
with the moving velocity of each particle represented by a 
velocity vector  [3].PSO operates in three steps at first Define 
each particle as a potential solution to a problem and best po-
sitions have been selected. Each particle has a velocity and by 
selecting, the best of them these velocities will update.  
 
vi(t+1)=wvi(t)+c1r1�xi�(t)-xi(t)�+c2r2[g(t)-xi(t)]                 (7) 
 
vi(t) is the particle’s velocity at time t and xi(t) is the particle’s 
position at time t and xı�(t) is the particle’s individual best so-
lution in time t. g(t) is the swarm’s best solution in time t and 
w is  inertia weight. 
. 

2.4  Case study  
A part of a water distribution network of a city in Iran is 

considered as the study area. This city is one of the cities being 
frequently visited by travellers (see Figure 1). The area of this 
district is 2,418 hectares, with a population of 93719 people, 

supplied with 579,860 meters of distribution pipes including 
steel pipes 800, 700 and 600 millimetres in diameter, asbestos 
cement and cast iron pipes 400, 300, 250, 200, 150, 100 and 80 
millimetres in diameter.  

    The installation and execution of the network pipelines in 
this area were generally started in 1981. According to statisti-
cal records, this region has the highest failure rate especially 
on asbestos cement. In this study, due to incomplete data on 
steel and cast iron pipes, asbestos cement pipes are only used 
in the modelling process.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure1. Schematic of study area and pressure measure-

ment points 
 
In order of modelling the failure rate of the asbestos cement 

pipes, the daily events have been  recorded from 2005 to 2006 
and analysed as to 2438 record data including some infor-
mation such as diameter, year of  implementation ,installation 
depth, total accidents happened and the average of  hydraulic 
pressure. These data have been collected from local water and 
water waste company. 

 

3 MATERIAL AND METHODS 
 Generally, so far, previous researches have appropriated SVR 
parameters obtained by trial-and-error methods. In trial-and-
error methods, each parameter is tested to approach the ap-
propriated values. However, this method has been very time-
consuming and is not sufficiently accurate. Therefore, in this 
study an integrated (SVR-PSO) model is proposed to search 
for the possible solutions.  
This research has been developed by MATLAB (version 7.12(R 
2011a)) and MATLAB SVM Toolbox and parameters were lo-
calized by PSO to solve these problems. Equation (10) is used 
for normalizing the Input values to the models.  
  
xn=0.8 �x-xmin�

�xmax-xmin�
+0.1                                                                    (8) 

x is the original value, x RminR is the minimum value and x RmaxR is 
the maximum value between input values, and x RnR shows 
normalized values. So that, input results are between [0.1, 0.9]. 
    Also, in this paper, the root of mean squared error (RMSE), 
normal root of mean squared error (NRMSE) and coefficient of 
determination(R P

2
P) are used as assessment criteria of the relia-

bility of the model. 
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𝑅2 =
�∑ �yactual-y�actual�

n
i=1 �ypred-y�pred��

2

∑ (𝑦𝑎𝑐𝑡𝑢𝑎𝑙−𝑦�𝑎𝑐𝑡𝑢𝑎𝑙)2𝑛
𝑖=1 ∑ �𝑦𝑝𝑟𝑒𝑑−𝑦�𝑝𝑟𝑒𝑑�

2   𝑛
𝑖=1

                             (9) 

RMSE=�1
n
∑ �yactuali

-ypredi
�

 2
  n

i=1                                               (10) 

NRMSE= RMSE
var(yactual)

                                                                      (11) 

Where yRactualR is the actual (observed) data, yRpredictionR is the pre-
dicted data, yRaverageR is the average of data and n is the number 
of observations [9]. Also, var(y RactualR) is the variance of actual 
data. 
Related parameters are chosen by author’s experiments. 
Number of iterations of all algorithms are set to 30 and initial 
population equalled to 25. 
Boundaries parameters that relate to SVR set as:  0 < 𝜀 ≤ 1 ,  
1 ≤ γ ≤ 10   and    10 ≤ C ≤ 200. 
The inertia weight was 0.9; acceleration constants CR1R and CR2R 
were considered 0.9 and 1.7 respectively according to PSO 
parameters. 

 
Table1 

Kernel functions used in the SVR-PSO model 
Kernel 

Type 

Formula  Related variables 

Gaussian 

RBF 
𝑘 = 𝑒

−(𝑢−𝑣)(𝑢−𝑣)′
2𝑝12  

 

P1 defines RBF func-

tion width ,like as .δ 

Exponential 

RBF k=𝑒−�
(𝑢−𝑣)(𝑢−𝑣)′

2𝑝12  
P1 defines eRBF func-

tion width like as RBF. 

Polynomial k = (𝑈𝑉 +  1)𝑝1 
P1 determines Poly-

nomial degree. 

Spline 

Z=1+UV+ �1
2
�UV 

min(u,v) - �1
6
� 𝑚𝑖𝑛 (𝑢,𝑣)3 

k=Prod(z) 

 

 
 
 

4    RESULTS 
Table 1. indicates to results; it notes that RBF function of-

fered the best results, because it has acted faster and showed 
better performance in compared with other kernel functions as 
regards the data correlation and error parameters.  
 

Results in Table 2. are notes error computation formulas 
such as RMSE, NRMSE and R P

2
P. 

In Fig. 2, predicted results show high accuracy because the 
predicted data are fitted to actual ones and according to  

 
 
 

 
Fig.  2. SVR-PSO result with RBF kernel function 

Fig. 3. SVR-PSO result with eRBF kernel function 
 

Table 2 
 SVR-PSO algorithms with related kernel function 

 
 

 
 
 

 

5 CONCLUSION 
In this paper, a hybrid SVR-PSO model presented to predict  
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5 CONCLUSION 
In this paper, a hybrid SVR-PSO model presented to predict  
pipe failure rates in water distribution networks, in order of 
reducing the number of breaks. In the proposed model, it was 
attempted to establish a relationship between the failure rate 
parameters in pipes with the number of events and failure of 
pipes considered as the main component of urban infrastruc-
ture, water supply and hygiene and health. 
      Also, using Particle Swarm Optimization algorithm, the 
optimal kernel function type and SVR related parameters have 
been extracted. These parameters have more accuracy and 
results presented better performance between actual and pre-
dicted data.  By comparing among achieved results RBF ker-
nel, function showed better results. 
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